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Abstract
The recent passing of the petaflop per second landmark by the Roadrunner project at the Los
Alamos National Laboratory marks a preliminary peak of an impressive world-wide
development in the high-performance scientific computing sector. Also, purely academic
state-of-the-art supercomputers such as the IBM Blue Gene/P at Forschungszentrum Jülich
allow us nowadays to investigate large systems of the order of 103 spin polarized transition
metal atoms by means of density functional theory. Three applications will be presented where
large-scale ab initio calculations contribute to the understanding of key properties emerging
from a close interrelation between structure and magnetism. The first two examples discuss the
size dependent evolution of equilibrium structural motifs in elementary iron and binary Fe–Pt
and Co–Pt transition metal nanoparticles, which are currently discussed as promising
candidates for ultra-high-density magnetic data storage media. However, the preference for
multiply twinned morphologies at smaller cluster sizes counteracts the formation of a
single-crystalline L10 phase, which alone provides the required hard magnetic properties. The
third application is concerned with the magnetic shape memory effect in the Ni–Mn–Ga
Heusler alloy, which is a technologically relevant candidate for magnetomechanical actuators
and sensors. In this material strains of up to 10% can be induced by external magnetic fields due
to the field induced shifting of martensitic twin boundaries, requiring an extremely high
mobility of the martensitic twin boundaries, but also the selection of the appropriate martensitic
structure from the rich phase diagram.

(Some figures in this article are in colour only in the electronic version)
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1. Introduction

The increasing trend towards miniaturization of everyday-life
goods provides smart materials with an increasingly important
role in technological applications. A specific group of smart
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materials is functional magnetic materials, where in the widest
sense of the definition the magnetic properties determine the
functional applications. In many cases, the desired functional
magnetic properties of these materials are connected with a
specific structural conformation relying on the absence and
sometimes also the presence of structural defects (for an
overview, see, for example [1]). The detailed understanding
of the specific interplay of magnetic and structural properties
is thus decisive for the optimization of functional materials
or even the design of new alloys and compounds for a given
purpose.

Magnetic nanoparticles, for instance, play an important
role in biomedical applications, as carriers for targeted drug
delivery within the human body or as heating agents for
local hypothermic cancer treatment strategies [2–4]. Other
potential applications envisage their use as building blocks
for ultra-high-density magnetic data storage media [5, 6].
Here, in particular, a large magnetocrystalline anisotropy is
required, assuring a stability of the stored information of the
order of decades. For the case of Fe–Pt and Co–Pt, the
largest magnetocrystalline anisotropy is expected for single-
crystalline particles of the L10 phase, which exhibits extremely
large values in the bulk [7]. The occurrence of so-called
multiple twinning, which is induced by a competition between
surface and core energies and typical for small particle sizes,
counteracts the required large magnetocrystalline anisotropy
and thus the miniaturization of the bits by reducing the particle
sizes down to a few nanometres. In contrast, in magnetic shape
memory materials, a prerequisite for their functional purpose
is the existence of a martensitic phase and in consequence the
presence of internal interfaces such as twin boundaries (see,
e.g., [1, 8–10]). Their extremely large mobility in combination
with a considerable magnetocrystalline anisotropy allows
shifting by moderate magnetic fields of the order of 1 T, which
in consequence leads to a huge macroscopic change of shape
in the range of several per cent in the lateral dimensions.

The investigation of atomistic processes in the above
mentioned materials should cover at least a few nanometres,
requiring system sizes of the order of 102–103 atoms.
Traditionally, this is the realm of classical statistical methods
such as molecular dynamics simulations using empirical
inter-atomic potentials or semi-empirical quantum-mechanical
approaches such as tight-binding schemes (e.g. [11–16]).
These methods usually rely on careful fitting procedures to
material-specific quantities, which must be obtained from
experiment or ab initio calculations, and lack in general the
accuracy to give a definitive account of the interrelation of
the electronic and structural properties, without benchmarking
against a higher level of theory or experiment. This is
especially true for systems with a strong interplay of magnetic
and structural properties such as those which are the main topic
of this review. For gaining insight into dynamical processes
on realistic timescales or the investigation of thermodynamical
properties, calculations based on classical empirical methods
are indispensable, nevertheless. Ab initio calculations in
the framework of the density functional theory provide the
required accuracy but are on the other hand computationally
expensive and thus traditionally limited to rather small system

Figure 1. Double logarithmic plot of the computation time per CPU
needed on JUBL for a full geometric optimization of Fe–Pt
nanoclusters of magic cluster sizes according to equation (8).
Originally published in [25].

sizes. Therefore, in recent times, efforts have been made to
improve the classical simulation schemes, e.g. by incorporating
magnetic degrees of freedom into classical simulations of
real materials on a systematic basis [17, 18]. A very
promising route is the development of so-called O(N) DFT
methods [19–24]. These provide like classical molecular
dynamics a linear increase of the computational demands with
the system size, allowing system sizes N larger than 105

to be considered. Most of these approaches work best for
semiconductors and insulators, as they require a rather close
localization of orbitals at the atomic positions. To the authors’
knowledge, extensive investigations of structural properties of
large transition metal systems have not been reported so far.

For problems like the ones discussed in this review,
it is therefore still unavoidable to come back to traditional
DFT implementations, although they are hampered by a
much worse scaling behaviour. For the example discussed
in section 4, this is shown in figure 1. A full structural
optimization of a Fe–Pt nanocluster with 561 atoms would
require several years of computing time, if performed on
a single processor machine; a particle of the order of 103

atoms would even take decades. This clearly demonstrates
that such calculations are only possible on massively parallel
supercomputers, using 1000 processors or more at the same
time. This has become possible by the recent development in
the supercomputing sector over the last 15 years leading to an
amazing exponential overall increase in capacity, doubling the
world-wide available computing power nearly every 13 months
(cf figure 2). Another important trend visible from figure 2 is
that the improvement in the average performance per processor
lost momentum during the past decade in favour of massively
parallelized machines containing thousands of processor cores.

The increasing availability of large computational re-
sources has allowed the physical problems to grow larger, as
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Figure 2. Evolution of the accumulated available theoretical
performance (maximum measured Linpack power in units of 109

floating point operations per second) and averaged performance per
processor (as given by the accumulated performance divided by the
total number of processors) of the world’s 500 fastest
supercomputers within the last 15 years (data by kind permission of
the TOP500 project). The collection comprises academic as well as
non-academic (e.g. commercial and military) sites; see the TOP500
web-site for more information [26].

several examples from materials science impressively demon-
strate, e.g. the simulation of extended carbon nanostruc-
tures [27], the investigation of Pd-nanowire self-assembly from
individual Pd225 nanoparticles [28], and the simulation of struc-
tural phase transitions in Ge/Sb/Te phase-change materials for
optical data recording purposes [29, 30] with up to 460 atoms
or the exemplary electronic structure calculation of a supercell
containing 1000 molybdenum atoms [31, 32]. Another out-
standing work is the determination of structural and electronic
properties of a boron nitride nano-mesh placed on a rhodium
substrate considering more than 1100 atoms within a full po-
tential approach [33, 34].

Within this contribution we will present three more
showcases, where large-scale DFT calculations contribute to
the advance in the field of materials science, with a special
emphasis on functional magnetic materials. The calculations
were performed on more than 1000 processors on the IBM
Blue Gene installations of the John von Neumann Institute for
Computing at Forschungszentrum Jülich and cover ab initio
structure optimizations of up to 923 spin-polarized transition
metal atoms.

2. Technical details and performance

Determining materials properties from first principles requires
nothing less than solving the Schrödinger equation for a system
of several thousand electrons interacting with the nuclei and
each other. The solution is described in terms of a many-body
wavefunction, depending explicitly on the coordinates of all
considered electrons. In practice, this can be approximated by
a finite combination of single-electron wavefunctions. Modern

quantum chemical methods can accomplish this task with
nearly arbitrary accuracy, but the price is a prohibitive scaling
of the computational resources with the system size. The
elegant way out is to describe the problem in terms of the
electronic density, n(r ), instead, which is sufficient to uniquely
determine the ground state energy as laid out by Hohenberg and
Kohn more than four decades ago [35, 36].

E[n(r)] = T0[n(r)] +
∫

dr n(r)(Vext(r)

+ 1
2 VH(r)) + Exc[n(r)]. (1)

The expressions given here are referring to the non-spin-
polarized case, but generalization is straightforward; VH

denotes the Coulomb potential of the electrons and Vext the
external potential, including the interaction with the ions.
While the existence of the functional itself is proven, an exact
formulation of the exchange–correlation part Exc is unknown.
Nevertheless, working approximations have been proposed
on the basis of the homogeneous electron gas, which have
contributed to the overwhelming success of this method in
the past decades. In practice, the problem described by
equation (1) can be expressed by a set of eigenvalue equations,
which formally resemble the Schrödinger equation but act
on single-particle wavefunctions. The Kohn–Sham equations
are solved iteratively in a self-consistency approach, as the
electronic density re-enters the potential of the Hamiltonian.

Our calculations were carried out using the Vienna
ab initio simulation package (VASP) [38], which expands the
wavefunctions of the valence electrons in a plane wave basis
set. The interaction with the nuclei and the core electrons
is described within the projector augmented wave (PAW)
approach [39] yielding an excellent compromise between
speed and accuracy (for an overview on the current state of
the code and a review of recent applications, see [40]). For the
accurate description of structural properties of ferrous alloys,
the use of the generalized gradient approximation (GGA) for
the representation of the exchange–correlation functional is
mandatory. For the metallic nanoparticles, the formulation
of Perdew and Wang [41, 42] in connection with the spin
interpolation formula of Vosko, Wilk and Nusair [43] was used.
Since the objects under consideration are zero dimensional
and thus non-periodic, k-space sampling was restricted to the
�-point. The description of the electronic properties with a
plane wave basis requires a periodic set-up, thus the clusters
were placed in a cubic supercell, with a sufficient amount of
vacuum separating the periodic images. The supercells for
the smaller systems were cubic, with a typical edge length of
22 Å, 28 Å and 32 Å for systems containing 147, 309 and
561 atoms, respectively, warranting a separation of about 9 Å
of the periodic images. In order to check the convergence
of the results with the supercell size, selected N = 561
clusters were studied within a 35 Å supercell, leading to
an overall change of the absolute energy per atom of about
0.1 meV/atom. The effect on the energy difference between
the clusters, was of one order of magnitude smaller. The
clusters with N = 923 were placed in a unit cell with fcc
basis vectors (lattice constant: 38.1 Å). This provides a more
efficient use of resources as it allows a smaller volume of
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the simulation cell, while maintaining sufficient separation of
the periodic images. A cut-off for the plane wave energy of
268 eV was used for the ferrous systems. Gaussian finite
temperature smearing with σ = 50 meV was used to speed
up convergence. For the isomers with competitive energies,
σ was reduced to σ = 10 meV in a second step. The
3d64s1, 3d74s1, 3d84s1 electrons were treated as valence for
Mn, Fe, Co and 3d94s1 for Pt, respectively. In most of the
calculations, the symmetrization of wavefunctions and forces
was switched off, allowing for symmetry-lifting changes of the
structure. The geometrical optimizations were carried out on
the Born–Oppenheimer surface using the conjugate gradient
method. The structural relaxations were stopped when the
energy difference between two consecutive relaxations was
less than 0.1 meV, leading to a convergence of forces down
to the order of 10 meV Å

−1
.

Dynamical properties of bulk crystals such as phonon
dispersions can be obtained from electronic structure
calculations either by perturbation theory or by directly
determining the force constant matrix. Within the harmonic
approximation, the contributions of lattice vibrations to the
Hamiltonian are given by

Hphonon =
∑

α

p2
α

2Mα

+
∑
α,β

uα �(Rα − Rβ) uβ + · · · . (2)

The first term refers to the kinetic energy of the ions, while the
u in the second term describe the displacements of the ions α

and β from their equilibrium positions, coupled by the force
constant matrix �. The latter can be determined from the force
acting on ion α after displacement of ion β:

Fα = − dE

duα

= −
∑

L

∑
β

�(Rα − Rβ + L) uβ. (3)

In highly symmetric systems only a few displacements are
necessary to completely determine �. The summation over
the distance vectors L takes care of the fact that the infinite
crystal is represented by periodic repetition of finite supercells
separated by L . Fourier transformation of the force constant
matrix yields the dynamical matrix:

Dαβ(q) = 1√
Mα Mβ

∑
L

�αβ(Rα − Rβ + L) eiq(Rα−Rβ+L).

(4)
The squares of the phonon frequencies ω(q) are now
given by the eigenvalues of the dynamical matrix. For
the Fourier transform, the summation over L is usually
omitted for practical reasons, so that the final result is only
exact for wavevectors q that are commensurate with the
supercell. A simple but in many cases sufficient procedure to
determine finite temperature properties is the quasiharmonic
approximation. The (properly normalized) phonon density of
states g(ω, V ) obtained from ground state phonon calculations
at different volumes can be used to obtain an approximation of
the free energy at finite temperatures:

F(V , T ) = −kBT ln(ZPhonon)

=
∫

dω g(ω, V )

(
h̄ω

2
+ kBT ln(1 − e−h̄ω/kB T )

)
. (5)

It should be noted that the entropy contributions derive solely
from the changes in g(ω, V ) at different volumes; many
particle contributions such as phonon–phonon interactions are
not included. To calculate temperature induced changes of
the phonon dispersions from first principles, more expensive
methods such as the self-consistent phonon renormalization
proposed by Souvatzis [37] must be employed.

The phonon dispersions in section 5 have been obtained
within the direct force-constant approach using the PHONON
package by Krzysztof Parlinski [44]. By this, an orthorhombic
supercell was constructed consisting of 40 atoms formed by
five tetragonal unit cells stacked in the [110] direction. This
corresponds to the direction along which the phonon softening
of the TA2 branch is found in experiment. The dynamical
matrix is constructed from the Hellmann–Feynman forces
obtained by ab initio calculations from specific displacements
of the atoms in the supercell using the VASP code. For the 1 ×
5 × 1 supercell the mesh for the integration in reciprocal space
was set to 10 × 2 × 8 Monkhorst–Pack grid points. All phonon
dispersions were calculated for the volume corresponding to
the equilibrium lattice constant at zero magnetic field and zero
temperature, a0 = 5.8067 Å. We used pseudopotentials with
3d94s1 as valence for Ni, 3d64s1 for Mn and 4s24p1 for Ga
and a cut-off energy Ecut = 353 eV. For the simulation of
the twin boundary motion processes, k-point sampling was
restricted to the �-point only as a consequence of the large
simulation cell. The plane wave cut-off was set to 337 eV
and the exchange–correlation potential in the formulation of
Perdew, Burke and Ernzerhoff [45] was used. Again, the
geometric relaxations performed using the conjugate gradient
method were carried out until the difference between total
energies of two consecutive steps fell below 0.1 meV.

Parallelization is implemented in the VASP code using
calls to the message passing interface (MPI) library. Parallel
linear algebra routines (e.g. eigensolver) are used from the
ScaLAPACK library. The installation on the IBM Blue Gene
did not require major changes in the code. The peculiarity of
the IBM Blue Gene/L concept is the huge packing density,
which allows 1024 double-processor (700 MHz PowerPC
440d) nodes with a peak performance of 5.6 GFlop s−1 to
be placed into one rack (for an overview, see [46]). Its
successor, the Blue Gene/P, provides 4096 cores per rack
(850 MHz PowerPC 450d), where four cores make up one
node. To allow sufficient air cooling, power consumption was
kept low by reducing the clock frequency of the CPUs and
providing only a limited amount of main memory, 512 MB
per node (2 GB for the Blue Gene/P)1. The Blue Gene/L
hardware allows the memory to be divided between both CPUs
(‘virtual node’ mode) or to be dedicated to one processor
alone, while the other takes care of the communication
requests (‘communication coprocessor’ mode), while the Blue
Gene/P provides for each node true fourfold symmetrical
multiprocessing on request. To increase scalability, a threefold
high-bandwidth, low-latency network is implemented. In fact,
the quality of the high-speed interconnect plays a decisive

1 The numbers for the main memory provided here apply to the Blue
Gene installations at Forschungszentrum Jülich, configurations with twice the
memory are available from IBM.
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Figure 3. Scaling behaviour of a nanocluster with 561 Fe atoms on
the IBM Blue Gene/L obtained with the VASP code. The
performance given by the inverse average computation time for an
electronic self-consistency step, τ−1

SC , is shown as a function of the
number of cores (black circles). The dashed lines describe the ideal
scaling behaviour. The inset shows a double logarithmic plot of τSC.
The open symbols in the inset refer to the scaling of the most time
consuming subroutines (originally published in [25]).

role for the successful usage of the DFT code on a massively
parallel system, which is demonstrated by scaling benchmarks
in figures 3 and 4.

Although DFT calculations are generally considered to
be demanding with respect to memory and I/O bandwidth,
we can show that large systems can be handled efficiently
on the Blue Gene despite its severe restrictions concerning
operating system, partitioning and main memory per node.
So far, systems of up to 923 spin polarized transition
metal atoms, corresponding to 8350 valence electrons, have
been successfully treated on the Blue Gene/P including
geometric optimizations; for a larger test system with N =
1415 atoms (Fe679Pt736 nanocluster with 12 792 valence
electrons) it was at least possible to reach electronic self-
consistency. Figure 3 demonstrates that the VASP code can
achieve 69% of the ideal performance on 1024 processors
of the Blue Gene/L for a Fe561 cluster; in this case, the
coprocessor mode was used to make use of the full memory
per node on one processor. In particular, the optimization
of the trial wavefunctions according to the residual vector
minimization scheme (labelled ‘RMM-DIIS’ in figure 3)
scales nearly perfectly, even at the largest processor numbers
under consideration. However, with increasing number of
processors, its computation time is outweighed by other
routines (‘EDDIAG’ and ‘ORTCH’) providing the calculation
of the electronic eigenvalues, subspace diagonalization and
orthonormalization of the wavefunctions, making use of linear
algebra routines from the ScaLAPACK library and performing
fast Fourier transforms. The scaling of these routines may

Figure 4. Scaling behaviour of a nanocluster with Fe265Pt296 (561
atoms) on a contemporary PC cluster (eight boards with 2 × 2.2 GHz
quad-core Opteron processors and InfiniBand interconnect). The
performance data were obtained with the same code in the same
fashion as for the Blue Gene/L (cf figure 3).

become the primary obstacle when attempting to run the VASP
code on O(104) processors as provided by next-generation
supercomputers.

A comparable benchmark of the VASP code on
contemporary off-the-shelf PC hardware, however, led to
a rather disillusioning result (figure 4). Despite extensive
tuning, acceptable scaling was achieved only with up to 100
cores. This demonstrates that it is not necessarily the code
which should be made responsible for a dissatisfying parallel
performance. When attempting to touch the current limits,
special care must be taken in the selection of the appropriate
computer hardware, too.

3. Structure and magnetism of elemental
nanoclusters

Although elemental 3d transition metal nanoclusters—in
contrast to binary or multimetallic systems—hardly fulfil
the criteria for functional magnetic materials even in the
widest sense, we will devote our first section to this topic
as structure and magnetism may be delicately related even
in these seemingly simple systems (for recent reviews in
this field, see, e.g., [47–50]). Elemental nanoparticles have
raised much attention since they allow, e.g. in gas phase
experiments, the direct observation of the crossover from
bulk to atomic properties, circumventing the two- and one-
dimensional (surface and chain) cases, which require substrates
to stabilize the low dimensional structures experimentally.
Prominent examples are the crossover behaviour of magnetic
moments observed in 3d transition metal nanoclusters as a
function of the cluster size, which was studied in the seminal
experiments of Billas et al [51–53], or the discovery of
significant magnetic moments in small gold nanoparticles or
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clusters of 4d and 5d transition metals such as Rh, Pd, or
Pt, which are non-magnetic in their bulk phases. Not only
magnetism, but also the structure of small nanoparticles, is
strongly affected by the increased surface-to-volume ratio at
smaller sizes. This leads to a competition between surface
energies and contributions arising from the core structure and
internal interfaces and consequently to a crossover between
different structural motifs as a function of the cluster size.
This has been extensively studied and understood in the
framework of simple model systems such as Lennard-Jones
clusters [54–57], which can be easily handled in the framework
of classical molecular dynamics and also with empirical model
potentials [48, 58]. Here, multiply twinned icosahedral and
decahedral structures are favoured at smaller sizes, while single
crystalline morphologies prevail for larger sizes. A simple
motivation can be given on the basis of a phenomenological
third order polynomial law, expressing the binding energy as a
function of the lateral system dimension, i.e. the third root of
the system size N (e.g. [48]):

E(N) = a N + bN2/3 + cN1/3 + d. (6)

Here, a, b, c, and d describe the contributions to the binding
energy arising from the particle volume, the facets, the edges,
and the vertices, respectively. These coefficients depend on
the material itself, but also on the shape of the particle. With
decreasing system size, the terms located on the right become
increasingly important and it is straightforward to conceive
that a multiply twinned morphology with higher coordinated
surfaces and thus lower surface energy such as the icosahedron
may become competitive with single-crystalline isomers which
lack the adverse contributions due the appearance internal
interfaces and strain in the volume part. Another example
where classical schemes provide fundamental insight into
particle shape and formation is simulations of closed-shell non-
magnetic Al clusters in the truncated octahedron structures
showing superheating behaviour with respect to the bulk
melting temperature and coexistence of melting and non-
melting surfaces [59].

Heavier elements such as Au and Pt furthermore form
planar or even amorphous structures at smaller cluster sizes.
Especially for these elements, but also for systems which are
expected close to magnetic or magneto-structural instabilities,
it may be doubted whether classical molecular dynamics
based on empirical pair potentials—despite their undeniable
merits in cases like the above mentioned—can give a reliable
account of structural properties without benchmarks against
parameter-free first-principles calculations. Due to the large
computational demands, most of the ab initio investigations
have been performed for small systems with around 50 atoms
or less or without structural optimizations (see, e.g., [60–64]
for the case of iron clusters or [65, 66] for a comprehensive
investigation of small Ni-group clusters). Nevertheless, a
couple of early exceptions exist, e.g. for Pd147 [67] and
Sr147 [68]. Calculations of Pd isomers with size N =
309 in an icosahedral and octahedral symmetry have also
been reported using the Turbomol package [69]. Recently,
a report on the size dependence of magnetism in unrelaxed
Fe clusters of up to 400 atoms has been published [70],

reproducing the experimental results in the considered size
range, as was also found previously from semi-empirical (tight-
binding) calculations [71, 72]. It should be noted at this
point that the size dependence of magnetic moments in the
late 3d transition metal clusters is usually not well described
by simple phenomenological expressions separating the core
contribution, μbulk, and the surface contribution, μsurface, to the
magnetic moment, which is expected to hold in the limit of
large cluster sizes N :

μ̄cluster(N) = μbulk + (μsurface − μbulk)N−1/3. (7)

Especially in the case of iron, more elaborate models of
bcc clusters, taking into account details of the atomic cluster
structures, as the variation in the coordination number of
the surface atoms due to, e.g., partially filled geometric
shells, cannot reproduce the experimental trend properly
either [47, 74, 75]. The strong deviations from the
experimental findings were confirmed by a later ab initio
study covering structurally optimized Fe clusters with sizes
of up to 641 atoms [73]. Xie and Blackman [76, 77]
argued that the neglect of the magnetocrystalline anisotropy
of the clusters which provides a coupling of magnetism to
the rotational degrees of freedom can lead to a significant
underestimation of the moments in the analysis of the time
of flight experiments and may thus account for the observed
behaviour. Our investigations, on the other hand, give
evidence that the experimental trend may alternatively be
related to the occurrence of a previously unreported shell-
wise Mackay-transformed (SMT) modification at icosahedral
magic cluster numbers. This structure is characterized by an
icosahedral outer shape, bcc-like coordinated outer shells and a
ferrimagnetic face centred cubic (fcc) cluster core [25, 73, 78],
and is possibly kinetically stabilized during the gas phase
growth process [79]. These finding can be well understood
from the electronic structure, which is laid out in the following
subsection in greater detail.

3.1. Structure and magnetism of iron clusters

Iron is certainly one of the most important materials of our
time, not only as is it omnipresent as one of the central
constituents of our planet but also due to its manifold
applications, arising not least from its unusual allotropy. Iron
possesses a complex structural phase diagram, with the body
centred cubic (bcc) α- and δ-phases below 1185 K and above
1667 K, the face centred cubic (fcc) γ -phase in between and
the hexagonal close packed (hcp) ε-phase at high pressures.
In the fcc γ -phase a variety of competing magnetic states
have been discovered, which were brought into connection
with magneto-structural anomalies as the Invar effect and the
magnetic shape memory behaviour in Fe-rich Fe–Ni, Fe–Pd
and Fe–Pd alloys, where the fcc structure is also present at
ambient conditions. Iron also provides a lot of interesting
applications in the form of nanoparticles, especially in the field
of biomedicine (for an overview, see, e.g., [80]).

The systematic scan of the potential energy surface in
order to find the most stable morphologies is a demanding
task even for small clusters containing a few to a few tens of
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atoms [81]. But the numerical effort increases exponentially
with the size and becomes hopeless in the nanometre range.
Therefore, it is necessary to restrict the investigation to a subset
of paradigmatic morphologies. As a consequence, so-called
magic number clusters have evolved as the Drosophila of size
dependent structural investigations in nanoparticle physics.
Their size N is a function of the number ns of closed geometric
shells:

Nmagic = 1/3(10n3
s + 15n2

s + 11ns + 3)

= 13, 55, 147, 309, 561, 923, 1415, . . .. (8)

Magic cluster sizes appear to be particularly stable for the late
3d elements [82], especially Ni and Co. Magic number clusters
according to equation (8) allow for a comparison of several
paradigmatic geometries: single crystalline cuboctahedra
with face centred cubic (fcc) structure, perfect Mackay
icosahedra [83] and Ino decahedra [84], i.e. pentagonal bi-
pyramids with symmetrical truncations of their ten faces.
Isomers with a body centred cubic (bcc) lattice, which are
indispensable for ferrous systems, can be obtained from
cuboctahedra by a Bain transformation [85].

In contrast to the ideal morphologies according to
equation (8), the geometries observed in experiments often
show modifications which reflect the competition between
obtaining spherical shape and a favourable ratio between
facets with different crystallographic orientations and different
surface energies. Improved fcc isomers (e.g. truncated
octahedra which follow a different formation law) can be
obtained from a Wulff construction [86], according to which
the most favourable truncated structure fulfils the following
relationship between surface energies γ and the distances d
of the facets from the centre of the cluster:

γ(100)/γ(111) = d(100)/d(111). (9)

As contributions from edges and vertices in equation (6) are
neglected in this reasoning, the Wulff construction is expected
to hold for larger sizes, but introduction of higher order
faceting making the cluster shape more spherical may also lead
to deviations in this case [48]. Also, Marks decahedra [87] with
smaller truncations and re-entrant cuts at the edges are often
found to be more favourable than Ino decahedra.

The optimized morphologies usually harbour a different
number of atoms for each geometrical motif. For instance,
single crystalline truncated octahedra (TOs) are given by the
following construction law [88]:

NTO = 1/3(2n3
l + nl) − 2n3

c − 3n2
c − nc. (10)

These are characterized by two indices, the edge length of the
complete octahedron, nl, and the number of layers cut off at
the respective vertices, nc. Here, the conditions nl = 2nc + 1
and ns = nc + 1 yield perfect magic number cuboctahedra
according to equation (8). For a quantitative prediction of the
most likely surface truncations improving the relative stability,
the surface energies γ of the competing facets needs to be
known in detail. For multiply twinned morphologies, strain

and twin boundary energies must also be taken into account
(for a detailed discussion, see [89]):

E(N) = N (Ebulk + �Estrain) + ATB(N) γTB

+
∑
(hkl)

A(hkl)(N) γ(hkl) , (11)

where Ebulk and �Estrain are the cohesive energy of a bulk
atom of the respective crystal structure and the corresponding
correction due to internal strain and A the respective (size
dependent) areas of the twin boundaries (TB) or surfaces
denoted by the respective indices. Again, contributions from
edges and vertices are neglected. The accurate determination
of surface and twin boundary energies is a methodologically
and computationally demanding task, especially for the case
of materials with a strong interdependence between structure
and magnetism such as iron or in binary alloys. Magic cluster
sizes, on the other hand, allow for the direct comparison of the
most important structural motifs and are thus at least good for
drawing a coarser, more qualitative picture.

Until recently, the structural evolution of iron clusters as
a function of particle size had not been resolved: transmission
electron micrographs (TEMs) of 6 nm particles suggest a bcc
structure [91], while for 13 atoms first-principles calculations
predict a Jahn–Teller distorted icosahedron [92, 93]. For the
next closed-shell magical number, i.e. 55 atoms, a previously
unreported morphology was found to provide a good candidate
for the ground state [73, 79]. Based on this discovery,
the concept of the so-called shell-wise Mackay-transformed
(SMT) morphologies was introduced by Georg Rollmann and
Alfred Hucht, which will be explained in more detail below.

On a larger size scale, estimations of the energetic order
between the different paradigmatic cluster morphologies were
only available from structure optimizations with classical
empirical potentials [94], predicting a crossover between
icosahedral and bcc morphologies at sizes around 2000 atoms,
while the binding energies were reported to be comparatively
close for these morphologies. Keeping in mind that these
calculations largely neglect the influence of magnetism on
structure, which is especially important in the case of iron, this
result can hardly be considered conclusive. A detailed analysis
based on first-principles electronic structure methods was
thus launched by us to settle this fundamental question [73].
The investigation comprised icosahedral, cuboctahedral and
bcc (Bain-transformed cuboctahedra) clusters with up to
five completed geometrical shells according to equation (8),
i.e. N = 561 atoms corresponding to, approximately, 2.5 nm
diameter. In addition, more spherical bcc geometries were
considered with non-magic sizes up to N = 641 atoms.
Technically, the calculations were carried out using the VASP
code in the fashion described in the preceding section,
including unconstrained geometric optimizations on the Born–
Oppenheimer surface. The total energies resulting for different
geometries as a function of the number of closed geometric
shells displayed in figure 5 reveal that for three closed shells
(147 atoms) and larger the bcc isomer marks the lowest energy
conformation, especially in comparison to (high symmetry)
icosahedral and the cuboctahedral isomers, which rapidly
approach with increasing n the energy difference between the
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Figure 5. Comparison of the energies of various isomers of
elemental iron nanoclusters as a function of the number of closed
geometric shells n (data originally published in [73]). The bcc
isomer has been chosen as reference and thus represents the abscissa.
Open circles denote SMT isomers with alternative magnetic
configurations which are not lowest in energy. The lines are intended
as guides to the eye; broken lines refer to unstable structures. The
horizontal dashed line marks the bulk value for the fcc–bcc energy
difference [90]. The inset shows the variation of the average
magnetic moment of the different isomers as a function of the cluster
size (experimental moments taken from [52]). Open squares
represent non-magic-number bcc isomers. The solid line connecting
the bcc values is a fit to equation (7).

bcc and fcc phases obtained by bulk ab initio calculations [90].
An extensive comparison between the total energies of a larger
number of unrelaxed geometries at intermediate sizes obtained
with the PARSEC [95] real space DFT method suggests that
bcc isomers already supersede icosahedral and fcc motifs
below N = 100 [70, 73]. The average magnetic moments
obtained by both approaches agree well for the bcc case,
while for cuboctahedra and icosahedra the fully optimized
structures rather exhibit an onion-type ferrimagnetic ordering
of the closed geometric shells, reducing the average moment
considerably, as shown in the inset of figure 5. The magnetic
ordering of Fe cuboctahedra as a function of the lattice
spacing has been investigated recently in more detail [96, 97].
Compared with the experimental data of Billas et al [51, 52],
the theoretical data follow the experimental trend up to sizes
of N = 400 atoms but deviate significantly beyond. This
also applies for magic number clusters as well as for more
compact bcc clusters up to N = 641 atoms, which possess
an improved surface-to-volume ratio as compared to the Bain-
transformed cuboctahedra, and is in accordance with previous
results obtained by other approaches [47].

For all sizes, cuboctahedral and icosahedral shapes are
maintained during the optimization procedure, if the atoms

are strictly kept in their symmetric positions and eventually
additional symmetry constraints for charge densities and forces
are imposed. Already small distortions along the Mackay
path [83], however, are sufficient to induce a transformation,
which finally leads to the above mentioned shell-wise Mackay-
transformed conformation. The SMT state is very robust
and can be obtained from different initial configurations [98],
and has recently also been reproduced by classical molecular
dynamics simulations with empirical EAM potentials [99] for
clusters with up to 15 closed geometric shells [100].

The Mackay path is analogous to the Bain path [85],
which connects fcc and bcc bulk phases by changing the
extension of the c-axis with respect to the equal a and b axes
of the crystal, a diffusionless, displacive mechanism relating
the cuboctahedron with a single crystalline fcc structure to
the non-crystallographic icosahedron. During this process 12
pairwise adjacent triangular (111) faces of the icosahedron
stretch along their common edge and turn into the same plane
to form the six square (100) faces of the cuboctahedron. An
illustration of this process is given in figure 7 for the case of
the N = 561 isomers. The original Mackay process affects
all shells simultaneously. Such homogeneous transformations
have been recently studied in detail for magic number Pb
clusters of different sizes with ab initio methods [101]. In
the SMT isomers, however, the degree of transformation varies
gradually from shell to shell, from a perfect cuboctahedron in
the particle core, to a nearly icosahedral shape of the surface
shell. This is slightly distorted by the inward bending of
the common edge between the two triangular facets which
correspond to the square face of the cuboctahedron. The
SMT represents the lowest energy isomer for n = 2 and is
only slightly higher in energy than the Jahn–Teller distorted
icosahedron with only one closed shell for N = 13. For n � 3,
however, the bcc isomers form the ground state. Nevertheless,
the energy of the SMT is greatly reduced compared to the
symmetric icosahedra and cuboctahedra and still in the range
of thermal energies to the bcc isomer for N = 561. Also
the magnetic structure differs: while still being ferrimagnetic
with an onion-type (shell-wise) alternating arrangement of
layers in the particle core, the average moment of the SMT
is systematically larger than the moment of icosahedra and
cuboctahedra: for the SMT the outermost three shells are
ferromagnetically aligned (cf figure 6), while for the latter
only surface and subsurface shells have the same magnetization
direction. Due to its ferrimagnetic spin structure, the average
moment of the SMT isomer is considerably smaller than the
average bcc moment and agrees therefore much better with the
experimental data. It is certainly too speculative to conclude
from this evidence that the occurrence of SMT isomers around
N = 561 explains the dip in the cluster moments in the
experiments of Billas et al, but it should be kept in mind
that icosahedral features are frequently observed in many
materials during solidification from the melt or during gas
phase synthesis [102]. Also, from recent DFT calculations,
icosahedral or, respectively, SMT growth has been proposed
as a likely growth mode for small Fe clusters from the gas
phase [79].

The search for the origin of this unusual transformation
requires a more detailed structural analysis. For several
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Figure 6. Ferrimagnetic spin configurations of the Fe309 (left) and Fe561 (right) SMT isomers (n = 4 and 5, respectively) shown as
cross-sections. The arrows refer in length and orientation to the atomic moments. The upper isomers correspond to the high-moment structures
with the lowest energy. The isomers at the bottom correspond to low magnetization structures marked by the open circles in figure 5.
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Figure 7. Edge models of the optimized Fe561 icosahedron (a), cuboctahedron (b) and SMT isomer (c). Separately for each shell, the corner
atoms of the faces are connected by lines; the atoms themselves are omitted for clarity. The complete SMT isomer including all atomic
positions is shown in (d). For icosahedra and cuboctahedra, shells of the same shape but different sizes are stacked into each other. For the
SMT isomer, the shape of the outermost shell is icosahedral and continuously changes towards the inside along the Mackay path to a
cuboctahedron, which represents the shape of the innermost shell, which is reflected by the gradual change of colour from red to blue in (c)
and (d). The Mackay transformation works by stretching the bond AC of the icosahedron and turning the two adjacent triangular faces ABC
and ACD into the same plane, producing the square face ABCD of the cuboctahedron. Illustrations are partially taken from [78].

hundred atoms, the inspection of the structural environment at
the atomistic level may, however, become a tedious and fallible
task without appropriate statistical means. A well corroborated
approach has been developed in the classical molecular
dynamics community where the classification of structural

transformations in large systems is a common request. The so-
called common neighbour analysis (CNA) [103, 104] allows
a comprehensive comparison of the SMT structure with other
morphologies. If we restrict ourselves to the first (for bcc up
to the second) neighbour shell, a set of three-index signatures
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Figure 8. Cross-sections of optimized geometries of 561-atom iron nanoparticles. The colour coding describes the local coordination of the
atoms obtained by a common neighbour analysis. Bright colours refer to perfect matching of the CNA signature with the ideal bulk and
surface configurations. With increasing number of deviations the colours turn to grey. Adapted from [25].

provides a classification of the local structural environments
of the atoms in the cluster. The indices refer—in the
respective order—to the number of nearest neighbours both
atoms have in common, the number of bonds between these
neighbours, and the longest chain of bonds connecting them.
Each ideal bulk structure is characterized by a specific set
of 12–14 individual signatures. For surface and subsurface
atoms different signatures apply. A comparison of the CNA
of atoms of the SMT with the respective positions in the
other, ideal isomers can now attribute to each atom a specific
characterization of the local environment. Figure 8 shows the
result of a CNA applied to the optimized isomers, the colours
indicating the local structural environment. In many cases,
the coincidence is not perfect and a few signatures differ with
respect to the ideal cases. Here, the colours turn to grey, which
marks an unidentified environment, with an increasing number
of non-matching signatures. While the bcc and fcc clusters
are uniform in structure, we find for the icosahedron the
typical mixture of fcc, hcp and—along the fivefold symmetry
axes—icosahedral environments. The SMT isomer, however,
shows a rather unexpected pattern: while the central atoms
are fcc coordinated according to the nearly completed Mackay
transformation of these shells, we find no trace of the typical
icosahedral signatures in the outermost shells, which, however,
retain their overall icosahedral shape. Instead, their signatures
show typical signs of the energetically favourable bcc-like
coordination, suggesting that the tendency of bulk Fe to form
a bcc lattice at low temperatures is also responsible for the
stabilization of SMT structures in nanoparticles. In this case
bcc-specific features should also show up in the electronic
density of states (DOS).

A comparison of the DOS for different N = 561
morphologies is presented in figure 9. For the bcc isomer, the
site resolved DOSs of the core and subsurface atoms exhibit
the typical valley in the centre of the d band—a characteristic
feature for bulk bcc alloys. While the majority d band is nearly

filled, the Fermi level locks into this valley in the minority
channel, providing a motivating argument for the extraordinary
stability of the ferromagnetic α-phase of bulk iron (see the
book of Kübler [105] for a detailed discussion). In fact,
the contributions of subsurface and surface shells bear strong
similarities to the bcc case, while the contributions of the core
atoms with their ferrimagnetic alignment rather resemble the
result for the cuboctahedral or icosahedral morphologies.

While the density of states can in principle be detected by
photoemission experiments, the particular examples provided
in figure 9 may—except for the case of the bcc cluster—
not provide sufficiently distinctive features to discriminate
between the structural motifs. An experimentally accessible
quantity, which is directly related to the structure, is the pair
distribution function (PDF). The inhomogeneous structural
environment of the SMT results in a PDF which is qualitatively
different from the other morphologies (figure 10). It does
not compare well either to a linear combination of fcc and
bcc PDFs, as could have been guessed from the CNA results,
but rather to the experimental results of Ichikawa et al
[106] obtained from a thin film produced by low-temperature
condensation of evaporated iron. These exhibit features which
are typical for amorphous alloys and were thus interpreted
in this sense. Other related experiments are based on a
sonochemical approach [107].

It has to be noted at this point that, while the existence
of certain amorphous Fe-based alloys is well established in
the literature (see, e.g., [108] and references therein), the
possibility of amorphous pure iron is highly debated. While
the SMT isomer is not amorphous in a literal sense, the
transformation may be compared to the rosette-like structural
excitations which were recently discussed as an amorphization
mechanism for Pt and Au nanoclusters [109]. Recently,
an intermediate amorphous-like phase was reported from
empirical molecular dynamics simulations of 2.5 nm Fe80Ni20
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Figure 9. Total electronic density of states of the four Fe561 morphologies (thick black lines). Positive densities refer to the majority spin
states, negative to the minority spin channel. The other lines mark the shell resolved element-specific contributions. Thick bright (blue) lines
denote the DOS of the innermost three shells (147 atoms), thin dark (violet) lines the subsurface shell (162 atoms) and broken (red) lines refer
to the surface shell (252 atoms). In order to concentrate on the essential features, the curves have been artificially broadened according to a
Gaussian distribution with σ = 0.2 eV.

Figure 10. Pair distribution functions (PDFs) of the Fe561 isomers discussed in figure 8. For comparison a linear combination of the bcc and
the cuboctahedral PDF (top right) as well as the experimental PDF (bottom right) of an Fe film produced by condensation of evaporated
iron [106] is also shown (theoretical data partially from [78]).

clusters [110], which shows striking similarities concerning
its PDF and other structural motifs such as the wave-like
bending of atomic columns and planes, which is visible in
figure 7. This can be seen as a further indication that SMT
morphologies may in fact be realized in the experiment under
certain environmental conditions.

3.2. Cobalt and nickel nanoparticles

Due to the multitude of different possible bulk phases with
distinct magnetic properties, iron is certainly an exceptional

case, also with respect to its properties on the nanoscale.
For the other elements showing ferromagnetism in their bulk
phases, a comparably rich behaviour is not expected. Figure 11
compares thus only the two most important magic number
morphologies, icosahedra and cuboctahedra. For Ni and
Co, icosahedra are strongly preferred over the whole size
range, the energy difference being much larger as compared
to Fe, especially in the case of Co. The magnetic properties
(figure 12) approach the bulk values faster with increasing
cluster size than is the case for iron, agreeing well with
combined time-of-flight mass-spectroscopy and Stern–Gerlach
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Figure 11. Energy difference between cuboctahedra and icosahedra
of Co, Ni and Fe as a function of the cluster size. The lines are only
guides to the eye.

measurements [53] and the results of the extensive tight-
binding studies of Xie and Blackman [15, 111, 112]. This
makes these elements appear more suited for a successful
description with empirical potentials. Especially for the case
of Ni, the calculated energy differences between icosahedra
and cuboctahedra coincide from N = 147 atoms upwards
surprisingly well with the early results of Cleveland and
Landman [58] based on empirical pair potentials.

From the electronic structure point of view, it is tempting
to classify the preference for the icosahedral structure in
terms of the electronic density of states. From figure 13 it
becomes evident that the core and subsurface contributions do
not differ significantly between the two morphologies of the
same element and only slightly between the elements (except
for the different exchange splittings). The most distinctive
changes are visible with respect to the DOS of the surface
atoms, suggesting that—in contrast to iron—the surface energy
contributions play the dominant role in the determination of the
particle shape.

4. Binary transition metal nanoparticles—in search
of ultra-high-density magnetic recording materials

In the field of ultra-high-density magnetic recording (for an
overview, see, e.g. [113]), there has been a long-lasting
exponential increase in storage density over time: while about
a decade ago, densities of 35 GBit/in2 were state-of-the-art [7],
the manufacturers nowadays face the TBit/in2 scale. However,
approaching this regime, development is slowing down [114]
and it will be necessary to switch to new technologies to cross
this line in order to finally reach densities of 10 TBit/in2 or
even beyond [115].

Magnetic data storage as in conventional hard disk drives
currently relies on thin CoCrPtB microstructured magnetic
films consisting of single crystalline grains with polydisperse

Figure 12. Size dependence of the averaged magnetic moment of Co
and Ni clusters.

size distribution. To average out the noise, the information
has to be stored in the different magnetization directions of
around 50–100 magnetically loosely coupled grains. The
main obstacle to further miniaturization is presumably the so-
called superparamagnetic limit, which threatens the long-time
stability of the information stored. The Néel relaxation time
τ of a macrospin with uniaxial anisotropy, representing the
recording media grain, has an exponential dependence on the
product of (uniaxial) anisotropy constant Ku and grain volume
V divided by temperature T :

τ = τ0 exp

(
KuV

kBT

)
. (12)

This imposes a lower boundary for the possible size of a grain,
which keeps its magnetization unaffected by thermal relaxation
processes at room temperature for a sufficiently long period of
time (usually decades). Today, two approaches beyond current
technologies are discussed.

• Replacement of polycrystalline films by patterned media,
where each bit is represented by a single thermally stable
magnetic dot, which can be achieved using lithography
techniques or by assemblies of nanoparticles. This
reduces dramatically the area needed for one bit and
also the interaction between neighbouring grains, but
demands high standards with respect to monodispersity,
magnetic properties and arrangement of the particles.
Remarkable progress has been made in this field in the
past years [5, 6, 116].

• Use of high anisotropy materials. This allows a reduction
of the grain size stability limit inversely proportional to
the increase in the anisotropy constant [7, 113]. Materials
which are currently widely discussed in this respect are
Fe–Pt and Co–Pt [117]. Several studies had suggested
that particle sizes as small as 3 nm (for Fe–Pt, inferred
from the bulk anisotropy constant) could be sufficient for
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Figure 13. Electronic density of states of Co561 and Ni561 icosahedra and cuboctahedra. Lines have the same meaning as in figure 9.

Table 1. Collection of characteristic properties of contemporary and
future storage media materials capable of storing information over a
decade in grain sizes smaller than 10 nm (taken from [7]). Listed are
uniaxial anisotropy Ku, coercive field HC, and critical particle size
Dp.

Alloy
Ku

(107 erg cm−3)
HC

(kOe)
Dp

(nm)

CoCrPtB 0.33 20 9.1
Co 0.45 6 8.0

FePd 1.8 33 5.0
FePt 6.6–10 116 ≈3.0
CoPt 4.9 123 3.6
MnAl 1.7 69 5.1

thermally stable storage of information [5, 118, 119] (for
a comparison of several possible materials, see table 1).

Structural and magnetic properties of binary nanoparticles
formed from the transition metal alloy Fe–Pt have been
subject to a considerable number of investigations during the
past years (for a recent overview, see, e.g., [120]). The
stoichiometric L10-phase FePt, CoPt and FePd is characterized
by a face centred tetragonal (fct) lattice with a layer-wise
stacking of 3d and fourth and fifth row transition metals
along the shortened axis (cf figure 14). The alternation of
the elemental constituents gives rise to the unusually large
magnetocrystalline anisotropy [121]—rather than the slight
tetragonal distortion of a few per cent with respect to the fcc
lattice parameters. Following [121], the comparison should
be made with the cubic B2 structure, which then yields a
rather large distortion with c/a ≈ 1.36. Current production
routes for Fe–Pt nanoparticles are to fabricate disordered

Figure 14. The L10 structure of FePt, FePd, CoPt and MnAl.

fcc particles from gas phase experiments [122, 123] or wet-
chemical production routes [5, 124, 125] and to obtain the
ordered L10 phase in a further annealing step [6]. However,
in recent times it was reported that L10 particles with a
sufficient magnetocrystalline anisotropy may be difficult to
obtain in the interesting size range [124, 126–129]. Recently,
improved results have been reported after embedding the
particles in a matrix, in micelles or by irradiating them with
ions [130–132]. In most cases, however, compared to the
coercivity of the bulk materials in table 1, the results obtained
for small nanoparticles are rather disappointing from the
magnetic storage point of view (see, e.g., [123]). Some of
the experimental studies relate this to the incomplete order in
these systems, as there is a critical particle size below which
sufficient ordering cannot be achieved for thermodynamical
reasons. Another possible explanation, which also accounts for
larger particle sizes, is related to the appearance of L10 ordered
domains with different orientations in the same particle,
counteracting the development of one stable easy axis. Indeed,
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high-resolution transmission electron microscopy (HRTEM)
showed the occurrence of multiply twinned morphologies such
as icosahedra and decahedra already at particle sizes around
6 nm [133–135] consisting of several strained twins (20 in the
case of Mackay icosahedra and 5 in the case of decahedra).
Therefore, such morphologies cannot be expected to exhibit
a large uniaxial magnetocrystalline anisotropy, even if the
individual twins are perfectly L10 ordered, because of their
different crystallographic orientations.

As the crossover effects between different geometries
at small particle sizes can be traced back to a competition
between surface and core energies, two possible routes open
up to suppress unwanted multiply twinned morphologies—
either by changing the ratio of the surface energy of different
faces, which can be effectively done by suitable ligands in
wet-chemical approaches, or, on the other hand, by increasing
the energy related to internal lattice defects, such as twin
boundaries, which could be achieved, e.g., by alloying.

4.1. Fe–Pt and Co–Pt nanoparticles for data recording
applications

In many elementary nanoparticles with fcc ground state
in bulk, a competition between different morphologies is
observed owing to the favourable (111) surfaces of the
icosahedron, which gives the dominant energetic contribution
at small particle sizes. In binary systems like Fe–Pt,
segregation and ordering tendencies have to be considered,
too. In this respect, we distinguish three different
classes: disordered structures, ordered isomers and core–shell
structures, corresponding to perfect surface segregation, with
all Pt placed on the surface or in the shell below. The
composition was fixed to the near-stoichiometric, perfectly L10

ordered cuboctahedra which are the most relevant isomers from
the technological point of view. Although orbital magnetism
is not explicitly included in our calculations, it is obvious
from geometric considerations that the multiply twinned
morphologies, even if the individual twins are L10 ordered, will
not show the desired uniaxial magnetic anisotropy due to the
multiple orientations of the twins in the nanoparticles. A deep
understanding of the interplay between geometric structure,
chemical ordering and magnetic properties will therefore be
an important step towards the production of high anisotropy
nanomaterials for ultra-high density magnetic data recording.

So far, most ab initio studies of binary transition metal
clusters have been restricted to rather small sizes (for a
recent review, see [81]). Thus, most theoretical investigations
of Fe–Pt and Co–Pt nanoparticles have been carried
out using continuum models [89], classical Monte Carlo
and molecular dynamics simulations with empirical model
potentials [136–143] or semi-empirical methods [144, 145].
The magnetism of spherical 2.5–5 nm L10 Fe–Pt nanoparticles
embedded in a disordered alloy matrix has been investigated by
means of the locally self-consistent multiple scattering (LSMS)
method [146].

In order to shed more light on the origin of the
experimental problems from the electronic structure point of
view, we started ab initio calculations of Fe–Pt and Co–Pt

nanoparticles with up to 923 atoms (≈3.0 nm in diameter),
comparing more than 60 configurations of particles of both
materials with different sizes [147–149]. Although the
particles are too small to avoid superparamagnetism at room
temperature, general trends can be formulated from the results,
as the largest clusters already possess a balanced surface-to-
volume ratio (45% at 2.5 nm and 32% at 4 nm).

The systematic investigation of binary alloy clusters raises
more complications due to the additional compositional degree
of freedom. Apart from the competition of various geometries,
order–disorder and surface segregation effects must also be
taken into account. Therefore, we must restrict ourselves,
again, to a small number of paradigmatic morphologies. In
addition, perfectly chemically ordered or segregated structures
exist only for particular compositions and this usually depends
on the particular distribution motif of the elements, such as
a layered or shell-wise ordering or a perfect core–shell-like
configuration. Comparing perfect motifs would require us to
relate calculations for different compositions, which hampers
the direct comparison of the relative stability of the isomers.
In order to avoid these problems, we will chose one specific
composition and most compositional motifs will consequently
be approximated by randomly distributing the atoms of the
excess species on the designated sites of the short element.
As the central concern of our work is related to nanoparticles
for ultra-high-density recording purposes, the stoichiometric
L10 fct isomer with alternating Fe and Pt layers along the
shortened c-axis is a distinguished case, since this is the closest
approximant of the bulk alloy structure and thus expected to
show the desired large magnetocrystalline anisotropy. Due
to the symmetry of the structure, the two (001) surfaces of
the L10 cuboctahedra have to be terminated by one species,
either completely with iron or with platinum, respectively.
This results in a slight off-stoichiometry, which decreases
with increasing cluster size. For the Pt-rich case, the size
dependence of the composition is given by the following
relations:

NFe = 1
3 (5n3 + 6n2 + 4n)

= 5, 24, 67, 144, 265, 440, . . . ,

NPt = 1
3 (5n3 + 9n2 + 7n + 3)

= 8, 31, 80, 165, 296, 483, . . . ,

(13)

where n is again the number of complete geometric shells.
Exemplary ab initio calculations of Fe265Pt296 clusters [148]
demonstrate that, in comparison to the perfectly L10 ordered
Fe-covered isomer, a redistribution of the atoms in connection
with covering the surface with Pt leads to a considerable
gain in energy despite the imperfection of the order by
placing the excess Fe on the Pt antisites. Therefore, in
thermodynamic equilibrium, the Pt-terminated morphologies
should dominate and we consequently focused on the isomers
with predominately Pt-covered surfaces. This reasoning comes
closest to the gas phase production route; for wet-chemical
processes the kinetics of formation plays a much bigger role,
which we currently cannot cover by ab initio simulations.
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Figure 15. Morphologies of Fe–Pt nanoparticles and their corresponding energies as a function of the cluster size. The data up to N = 561
are taken from [147]. In the diagram, cuboctahedra are represented by squares, icosahedra by circles and decahedra by pentagons; the lines
are guides to the eye. The energy reference is defined by the L10 cuboctahedron. Shaded (green) symbols denote disordered isomers, hatched
(blue) symbols ordered structures, thick and nested symbols core–shell (red) icosahedra and cuboctahedra as well as icosahedra with
shell-wise ordering tendencies (violet). Around the diagram, examples of the simulated cluster structures are shown. Only the structures with
N = 561 atoms (265 Fe and 296 Pt) are depicted. Bright spheres (blue) refer to Fe atoms, dark spheres (brown) to Pt. The icosahedral
core–shell structures on the right are shown as cross-sections, visualizing the inner arrangement of the atomic species. The circles drawn on
top of the lowest energy icosahedron (right bottom) visualize the alternating, onion-type arrangement of Fe- and Pt-rich shells. The lines
connecting the data points of ordered and alternating icosahedra represent polynomial fits to equation (6).

4.1.1. Size dependent properties of Fe–Pt nanoparticles.
The investigated isomers are categorized in three major
groups, ordered structures, disordered structures and core–
shell motifs, which are symbolized by the (coloured) boxes
in figure 15. The ordered morphologies (left, blue box)
refer to the structures which reflect the strong tendency
towards L10 ordering in bulk Fe–Pt. These comprise the
L10 ordered cuboctahedron as the reference structure and an
Ino decahedron with five individually L10 ordered twins and
Pt-terminated (001) surfaces. The ordered icosahedron was
obtained by applying a full transformation along the Mackay
path [83] on the positions of the L10 cuboctahedron, while
keeping the occupancy of the sites by the atomic species fixed,
since this largely preserves the local chemical environment of
the atoms. In fact, the multiply twinned ordered morphologies
turn out to be lower in energy than the reference isomer,
supporting the experimentally observed trends. This is
especially significant for small clusters, with decreasing
tendency towards larger sizes. For the ordered icosahedron a
crossover to the single crystalline L10 morphology takes place
around 600 atoms, which is in excellent agreement with the
crossover size predicted on the basis of a continuum model

according to equation (11) for a related icosahedron with 20
individually ordered L10 twins with random orientation of
the c-axis [89]. It should be kept in mind that the nominal
composition is varying with cluster size, which affects mainly
the smallest investigated sizes.

For comparison, the three paradigmatic cluster shapes
have also been studied as chemically disordered isomers (green
centre box in figure 15). The icosahedral morphologies are
again preferred over the decahedral and single crystalline
structures, but all corresponding energies are considerably
above the values of the ordered morphologies, which is
expected due to the strong ordering tendencies in bulk Fe–
Pt. In order to obtain a quantitative estimate, configurational
averaging over a large number of distributions would be
necessary, especially for the smaller sizes, which has been
omitted in the present study.

The third important class (right boxes in figure 15)
represents the core–shell morphologies. Again, Pt atoms are
expected to segregate to the surface, while the Fe atoms occupy
predominantly the core sites. For N = 147, where Pt covers 80
of the 92 surface sites, this is a very favourable arrangement.
For larger clusters, the number of Pt atoms exceeds the number
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of surface sites, for N = 309 by 3 atoms and by 44 atoms
for N = 561. Placing these atoms into the subsurface
shell, which corresponds to complete segregation, is obviously
becoming a much less advantageous structural configuration as
demonstrated by the broken red line in figure 15. However,
if the subsurface shell is kept Pt depleted and the Pt atoms
occupy sites of the third shell instead, the energy is decreased
by a sizeable 42 meV/atom. This isomers can also be
understood as a shell-wise alternating arrangement of pure
Fe and Pt-enriched closed geometric shells with an extreme
concentration gradient in the Pt-enriched layers ranging from
0% from the centre to 100% on the surface. In fact,
icosahedral configurations with a concentration gradient have
been proposed recently to explain high-resolution transmission
electron micrographs of larger icosahedral Fe–Pt clusters with
a diameter around 6 nm [135]. The stability of onion-ring
bimetallic morphologies has been recently discussed for Pd–
Pt clusters by means of semi-empirical classical simulation
techniques [150–152]. A configuration in which all Pt-
containing shells have the same relative composition refers
to this limiting case. Corresponding isomers are depicted in
figure 15 by triply nested circles and mark the lowest energy
isomers throughout the whole investigated size range. This
morphology marks an intermediate between core–shell and
ordered structures with an incomplete L11 ordering within each
of the 20 twins. The L11 structure is defined by a layer-
wise alternation of [111] planes of the fct lattice occupied
by different elements, terminated in our case by the 20
(111) surfaces of the icosahedra. Structures with L11 ordering
are known from the bulk Cu–Pt alloy [153] but not from bulk
Fe–Pt or Co–Pt. Here, obviously the low surface energy of
the Pt-terminated (111) surfaces overcompensates the energy
contributions due to twinning and the strained L11 arrangement
of the core atoms. As a consequence, the energetic advantage
over the single crystalline L10 isomer is decreasing with
increasing particle size. A tentative extrapolation according
to equation (6) leads to the expectation that the crossover
between these two structural motifs will occur around eight
closed shells or a diameter around 4 nm, respectively.

Isomers with N = 147 atoms or more show a more or less
uniform, size independent behaviour for average magnetization
per atom [147], which takes values in a corridor of about
±0.1 μB around the average bulk value [154], which is
in good agreement with previous DFT studies of unrelaxed
Fe–Pt clusters with up to 135 atoms [64]. Exceptions are
observed for the core–shell isomers, which show a reduced
average moment due to ferrimagnetic alignment of the spins
in the Fe-rich core. From DFT calculations it has been
predicted [155–158], that the ordered L10 phase is close
to an instability towards an antiferromagnetic (AF) structure
described by ferromagnetic (FM) Fe layers alternating along
the c-axis. The origin has been traced back to a competition
between a Pt-mediated ferromagnetic coupling and a direct
antiferromagnetic exchange between the layers [157, 159].
The situation is similar in the α-FeRh alloy, which exhibits
a temperature induced AF–FM metamagnetic transition [160].
The hypothetic AF phase of Fe–Pt is characterized by a slightly
increased tetragonal distortion with nearly the same atomic

volume [158] and accordingly AF isomers have been stabilized
in our calculations which are nearly degenerate in energy
with their FM counterparts. On the other hand, disorder
and magnetocrystalline anisotropy work in favour of the FM
phase [148, 155, 156, 161] and entropy may also play a
decisive role [159, 162–164].

From the experimental side, it has been argued that an
inhomogeneous distribution of the Fe and Pt species may
lead to local deviations from the stoichiometric compositions
which can decisively influence the magnetic properties of these
isomers [120]. A more detailed analysis of the distribution
of the magnetic moments with respect to their structural
environment is given in figure 16. Here, the site-specific
magnetic moments of all Fe and Pt atoms in selected Fe265Pt296

particles are plotted versus their distance to the centre of
the particle. To provide further information on the structural
environment, we use open and filled symbols, alternating with
the index n of the geometric shells according to equation (8),
to which the respective atoms belong. For all isomers, there
is a continuous increase of the iron magnetic moment from
the centre of the cluster towards the surface, while the induced
Pt moments appear to be nearly constant or even decrease, as
for the core–shell morphologies. For the disordered isomers,
there are large fluctuations in the Fe and Pt moments owing
to the inhomogeneous chemical environment of the Fe atoms.
This is greatly reduced for the ordered structures, as there are
many equivalent sites, which are consequently characterized
by the same magnetic moment and the same distance from
the centre. The moment of the central atom is significantly
lower in the icosahedral structure, as this position is strongly
compressed by the surrounding atoms, which are much closer
to the centre than in the cuboctahedral structures. This is a
consequence of the fact that the inter-shell atomic distances
are about 5% smaller than the intra-shell distances in ideal
icosahedra, because all of its neighbours are located in the first
shell. Thus for symmetry reasons, there is no possibility for
a compensation. The compression is strongest in the case of
core–shell isomers which are characterized by a pure iron core
with an antiparallel orientation of the first shell. Consequently,
the overall diameter of the core–shell icosahedra is about 1–2%
smaller than, e.g., for the disordered isomer.

For some of the isomers, the distribution of the positions
in figure 16 displays marked deviations from the patterns
which are typical for a given morphology. This applies to
the fully segregated Fe265Pt296 icosahedron and the core–shell
cuboctahedron, and is an indication of structural changes. Both
isomers are shown as cross-sections in figure 17. While in the
first case a shell-wise Mackay transformation of the iron core
is observed as described in the last section, the cuboctahedral
particle undergoes a (partial) transformation along the Bain
path. Common in both cases is that the transforming pure
iron core is comparatively small and the presence of chemically
mixed shells is not sufficient to prevent the transformations.

4.1.2. Chemical trends on structural stability. One suitable
way to search for particles with improved properties with
respect to magnetic recording applications, and at the same
time to learn more about the physical origin for twinning
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Figure 16. Spatial distributions of the element-specific magnetic spin moments of several Fe265Pt296 nanoparticles from figure 15. In addition
to these, a core–shell cuboctahedron with Pt-depleted subsurface shell has also been considered. Fe moments are represented by triangles,
pointing upwards (blue) for alignment parallel to the total magnetization, downwards (green) for antiferromagnetic alignment. Pt moments are
depicted by circles. Moments belonging to geometric shells with even index number n are marked by open symbols, atoms belonging to shells
with odd n by filled symbols.

Core–shell icosahedron, fully segregated Core–shell cuboctahedron with Pt–depleted subsurface shell

Figure 17. Two examples of structural transformations in chemically inhomogeneous clusters. Left: fully segregated Fe265Pt296 icosahedral
isomer (cross-section). The edge model obtained in the spirit of figure 7 clearly displays a shell-wise Mackay transformation of the pure iron
core. Right: core–shell cuboctahedron with Pt-depleted subsurface shell, full view and cross-section perpendicular to the viewing plane. This
isomer is related to the corresponding icosahedral core–shell morphology by a full transformation along the Mackay path and is represented in
figure 15 by doubly nested squares. The Fe core transforms along the Bain path, inducing a strong tetragonal distortion of the overall cluster
shape.

in FePt particles, is by systematically scanning the periodic
table of elements for alternatives. A natural choice is to
exchange the 3d element, iron, against the one to its right in
the periodic table, cobalt, because bulk L10 CoPt is known
to exhibit a comparably large magnetocrystalline anisotropy
and is thus a reasonable choice as recording material as
well. Therefore, the investigation on the size dependence of
magnetism and structural order has been repeated for Co–Pt
in an analogous fashion. Systematic replacements of Pt by
other 4d and 5d elements are currently under consideration and
will be discussed elsewhere [165]. Figure 18 summarizes the
size dependence of the energetic relationship of CoPt clusters
for most of the paradigmatic morphologies studied in the

preceding section. The energetic order of the morphologies
is practically the same as for the Fe–Pt case but appears on a
different scale. Again, the L10 cuboctahedron of the respective
size N serves as reference for the energies. In comparison
to Fe–Pt, multiply twinned structures have now moved to
considerably lower energies. The onion-type Co265Pt296

icosahedron, which corresponds to the lowest energy Fe–Pt
isomer, lies 90 meV/atom lower in energy. This corresponds
to approximately 1000 K (in comparison to ≈330 K in the case
of Fe–Pt) and can certainly not be considered in the range of
thermal energies. Both segregated morphologies (completely
segregated and with Pt-depleted subsurface shell) are even
found below. This demonstrates that segregation must be
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Figure 18. Energies of Co–Pt clusters of various morphologies and sizes. The energy reference is again marked by the L10 cuboctahedron.
Symbols as in figure 15. Data (except for the core–shell cuboctahedron) originally published in [147].

expected to be the dominant mechanism in thermodynamic
equilibrium processes. Nevertheless, successful synthesis of
single crystalline L10 Co–Pt particles with diameters of a few
nanometres by embedding them into a carbon environment has
been reported recently [142, 166]. This stresses the importance
of kinetic processes and the interaction with the substrate
in this case. The obtained magnetocrystalline anisotropy,
however, is still far below the expected values.

A qualitative understanding of the chemical trends on
the energetic order of morphologies can be gained from
a comparison of the respective element resolved electronic
densities of states [147, 149] for Fe–Pt, Co–Pt and Mn–
Pt, as shown in figure 19. The DOS of the L10 ordered
Fe265Pt296 isomer shares the basic features of bulk L10-FePt
which is already the case for much smaller clusters [64].
Nevertheless, modifications by the surface states are present,
which involve 45% of the atoms at this size. For the
alternating icosahedron and the L10-ordered cuboctahedron,
the Fermi level coincides with minima in the minority spin
DOS, arising from the minority spin 3d Fe electrons, reflecting
their increased stability with respect to the disordered clusters,
where the minimum in the minority spin DOS is completely
washed out [149]. This stresses the importance of the 3d
electrons of the transition metal element for the stability of the
clusters. Indeed, for each morphology, the Pt surface and core
contributions remain largely unaltered upon changing the 3d
constituent of the clusters.

Additional characteristic features related to the different
structures are present in the DOS. In the majority channel of

the icosahedron there is a dip around −2.25 eV, surrounded by
two maxima, which is only slightly shifted by the replacement
of the 3d element. This dip nearly coincides with the hump
in the minority channel of the L10 structures arising from
the Pt contributions. Such features could provide a measure
to identify or rule out a population of specific morphologies
in spectroscopic measurements [167]. As the Pt contribution
remains nearly unaffected by changes of the 3d element,
a discussion of chemical trends in terms of a simple rigid
band picture appears justified. When replacing Fe by Co,
the additional d electrons of Co must fill up the states in
the minority channel, as the 3d majority states are already
occupied. This necessarily shifts the contributions of Co to
lower energies. While the electron densities at the Fermi level
EF are nearly the same for both isomers, the density of the L10

minority 3d states encounters a steep increase above EF. In
consequence, there is a larger shift of the 3d minority states of
the icosahedron, which results in a lower contribution to the
band energy with respect to the L10 reference.

This simple relationship between structural stability and
the filling of the 3d minority channel suggests that removing
3d minority spin electrons should work in favour of the
L10 structure. This seems indeed to be the case if Fe is
completely replaced by Mn. Here, the alternating icosahedron
is located approximately 60 meV/atom above the 561-atom
L10 cuboctahedron (as compared to ≈30 meV/atom below
for FePt). The ferromagnetic, ordered icosahedron, which is
nearly degenerate for Fe265Pt296, has become unstable in the
Mn–Pt system. During the geometric optimization procedure
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Figure 19. Spin polarized density of states (DOS) of selected Fe265Pt296, Co265Pt296 and Mn265Pt296 morphologies (L10 ordered cuboctahedron
and icosahedron with alternating Fe/Co/Mn and Pt shells) according to figures 15 and 18. The thick full lines denote the total DOS, the thinner
full lines the element-specific contributions of the 309 core atoms: bright (blue) lines represent Fe/Co/Mn, dark (brown) lines Pt. Dashed lines
describe the contributions of the 252 surface atoms.

Figure 20. Snapshots of an MnPt cluster transforming from the ordered icosahedral structure (upper left) to the L10 ordered cuboctahedron
(lower right) during the conjugate gradient structure optimization. The snapshots were taken consecutively every 100 optimization steps.
Bright (yellow) spheres denote Mn atoms, dark (red) ones Pt atoms.

it transforms downhill to a perfect L10 cuboctahedron,
proving that the Mackay path is a realistic transformation
path for magic number transition metal systems (figure 20).
Nevertheless, the simple rigid band picture does not hold
quite as nicely as for the replacement of Fe by Co. For

the alternating icosahedron, e.g., antiferromagnetic alignment
of parts of the Mn spins could not be avoided, leading to
respective contributions in the majority channel above the
Fermi level and in the minority channel below, which alter the
overall shape of the total DOS.
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Figure 21. L21 Heusler structure of austenitic Ni2MnGa. Black
spheres represent Ni, dark (purple) spheres Mn and bright (blue)
spheres Ga. Depending on temperature and stoichiometry, tetragonal
martensitic phases exist with c/a ≈ 1.2–1.25 as well as
commensurate and incommensurate modulated phases with
c/a = 0.9–0.94.

The drawback in using Mn as stabilizing agent for L10

particles for magnetic recording purposes is its preference
for antiferromagnetic ordering, which is well known for the
bulk system and also present in nanoparticles. The lowest
energy isomer found so far is an L10 cuboctahedron with
staggered antiferromagnetic arrangement of the spins within
the Mn layers. In order not to elicit the latent antiferromagnetic
tendencies which are present in pure Fe–Pt as discussed above,
only small admixtures of Mn might therefore be admissible to
increase the stability of the L10 phase.

5. Magnetic shape memory alloys—a new class of
magnetomechanical actuators

Functional magnetic materials in a more conservative sense
of the definition are materials where changes in magnetism—
induced, e.g., by an external magnetic field—directly relate
to changes in other properties of interest, such as spatial
extension, or vice versa. One good example in this
respect is magnetic shape memory (MSM) alloys, which
transform martensitically below the Curie temperature into
the ferromagnetic (FM) state. They represent a new class
of actuators, which allow for giant magnetic field induced
strains (MFIS) of up to about 10% in Ni2MnGa [9, 169, 170].
These strains are associated with the super-elastic motion of
twin boundaries in the modulated martensitic phases. In
prototype Ni2MnGa, the martensitic phase is stable up to
about 274 K, before transforming into the austenitic L21 phase
(cf. figure 21), but the transformation temperature can be
shifted above room temperature by changing stoichiometry.
In between for near-stoichiometric compositions, a pre-
martensitic phase is encountered, which shares the cubic
lattice parameters but shows a threefold modulation of

Figure 22. Magnetic and structural phase diagram of the full-Heusler
alloys Ni–Mn–X (with X = Ga, In, Sn, Sb) as a function of the
composition, given here in terms of the valence electron
concentration e/a. The valence electron concentrations of the
stoichiometric compounds Ni2MnX are e/a = 7.5, 7.5, 7.75, 8.0 for
X = Ga, In, Sn, Sb, respectively. Shown are the martensitic start
temperature, MS, and the Curie temperatures of the austenitic and the
martensitic phases, T Aust

C and T Mart
C . Figure adapted from [168].

H H

Figure 23. Schematic visualization of the magnetic shape memory
effect (magnetic field induced reorientation). Applying a magnetic
field favours the martensitic twins with their easy axis parallel to this
direction, causing a large magnetic field induced strain (MFIS).

the atomic positions. In the martensitic phases different
modulations are observed; frequent are fivefold modulated
tetragonal or sevenfold modulated orthorhombic structures.
At very low temperatures and off-stoichiometric compositions
a non-modulated phase also exists, with a c/a-ratio of
around 1.25. The dependence of magnetic and structural
phase transition temperatures on the composition is shown
schematically in figure 22. Depending on temperature and
composition, Ni–Mn–Ga exhibits in addition a variety of
martensitic phases, each with different relevance to the MSM
effect (see, e.g., [171–173]). Another important aspect,
common to most MSM materials, is their comparatively large
magnetocrystalline anisotropy in the martensitic phases (see,
e.g., [174]). Together with the low activation energy for twin
boundary motion, this is considered a key ingredient for the
reversible growth of one martensitic variant at the expense of
another in MSM alloys, as sketched in figure 23, which leads
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to the reported large strains. This MSM mechanism is usually
referred to as magnetic field induced reorientation (MIR).
There is another mechanism called magnetic field induced
martensite (MIM), which can occur when martensitic and
magnetic phase boundaries are coupled (for an introduction,
see [175]). Such transitions do not necessarily require
large uniaxial magnetocrystalline anisotropies and a high
mobility of twin boundaries, but rather a martensitic transition
temperature in the desired operation range and a large change
in magnetization between both phases. In this case, the
introduction of a sufficiently strong magnetic field can shift
the martensitic transition temperatures and thus reversibly
induce a martensitic transition. This effect was observed in
polycrystalline Ni–Mn–In with an MFIS comparable to other
polycrystalline MSM alloys [176, 177].

The development of novel sensor and actuator systems
based on the MSM effect currently concentrates on two classes
of materials: the archetypical Ni-based full-Heusler alloys
and Fe–Pd-based alloys [178] close to the bcc–fcc martensitic
transformation. Although the Heusler systems are currently the
best studied MSM materials, several problems are to be solved
before they can be used at a large scale for industrial grade
applications. First, the martensitic and magnetic transition
temperatures are, although above room temperature in many
cases, still too low for many fields of application, e.g. in
the automotive sector. Furthermore, the material is very
brittle and thus difficult to handle. For large strains, single
crystals are needed, which are difficult and expensive to
produce. The Fe-based systems have far better mechanical
properties; the bio-compatibility of Fe and Pd entitles them for
applications within the human body. The Curie temperatures
are sufficiently large. However, the required reversible
martensitic transition from the austenitic face centred cubic
(fcc) to the intermediate martensitic face centred tetragonal
(fct) phase, which is relevant for the MSM effect, takes place
at even lower temperature than in the Ni–Mn–Ga system [179].
Fe-based MSM systems known so far are based on disordered
Fe70Pd30 alloys, ordered Fe3Pt and also Fe–Ni–Co alloys with
an addition of a few at.% Ti [180]. However, the considerable
MFIS observed in the former two, 3.0% for Fe–Pd and 2.3%
For Fe3Pt, is reported for prohibitively low temperatures of
77 K and 4 K, respectively [181–183]. At higher temperatures,
approaching the austenitic phase, the MFIS decreases, as does
also the c/a ratio, which determines the upper limit of the
achievable strain. Electronic structure calculations [184–186]
reveal that a band-Jahn–Teller mechanism is responsible for the
transition from the fcc to the fct phase. A similar mechanism
is made responsible for the martensitic transition in Heusler-
based shape memory alloys [187].

Many essential properties of MSM alloys have been
successfully characterized up to now (for a review of previous
experimental and theoretical work, see [1, 8–10, 168]).
However, one of the central questions, that remains
unanswered up to now and is thus a central part of our
research, is about the origin of the high mobility of the twin
boundaries and how a magnetic field allows us to introduce
large magnetic strains in MIR. Other important questions
tackle the applicability of the materials, e.g., the shifting of the

transition temperatures of the magnetic and structural phase
transitions into the desired range or the optimization of the
actuator properties in sub-Tesla magnetic fields. Within this
review, we will concentrate on two aspects of the Ni–Mn–Ga
system, namely the relationship between magnetism and phase
stability and the influence of changes in stoichiometry on the
mobility of twin boundaries.

5.1. Magnetism and phase stability in MSM Heusler alloys

The complex relationship between the austenitic and the
various martensitic phases which are present in MSM Heusler
alloys has been subjected to numerous theoretical and
experimental studies. Concerning the former, there has been
strong emphasis on first-principles DFT calculations with
respect to structure and magnetism [188–197], electronic
properties and Fermi surface nesting [198–204], and thermal
properties and lattice dynamics [199, 200, 204–210].
Especially the latter aspect goes hand in hand with
large endeavours in experiment related to the temperature
dependent anomalies in the austenitic phonon dispersions
when approaching the (pre-)martensitic transition temperature.
This shows up as a temperature dependent (incomplete)
softening of the TA2 branch in the [110] direction at a
fraction of ξ ≈ 1/3 of the way between the �- and the
X-point of the Brillouin zone [211–216]. The instability of
the TA2 branch has been related to nesting features of the
Fermi surface in the austenitic phase in the literature (see,
e.g., [199, 200, 203, 217]). The phonon anomalies can be
reproduced by DFT calculations [192, 200], but the softening
is complete here, i.e it leads to imaginary frequencies. On
the other hand, the calculations refer to T = 0, where the
cubic L21 structure of the austenitic phase should in fact be
unstable. The contribution due to electron–phonon coupling to
the dynamical matrix D(q) defined in equation (4) is given by
the following expression [218, 219]:

Dαβ

el−ph(q) =
∑
k,n,m

f (εk,m)(1 − f (εk+q,n))

εk+q,n − εk,m

× gα∗
k,m,k+q,n gβ

k+q,n,k,m, (14)

where f is the Fermi distribution function and εk,m are the
energies of band m at the reciprocal vector k. The g denote
the matrix elements describing the strength of the electron–
phonon-coupling. As these are difficult to calculate and in
many cases only a little variation is expected, they are often set
to unity. The resulting expression is then termed as generalized
susceptibility χ(q).

One central aspect of our work on Heusler alloys is to
understand the relation between magnetism and the complex
sequence of phases as a function of temperature. Such a
relation has been first proposed by Lee et al [199]. Later
on, the energy landscape and the phonon spectra were
evaluated for different magnetizations by using the fixed spin
moment (FSM) method [220]. These calculations highlight
the importance of magnetic order as a stabilizing feature of
the austenitic phase [209]. Consequently, we also examined
the system at smaller values than the equilibrium moment
of Ni2MnGa [194]. This can be justified by a closer look
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Figure 24. Element resolved band structure of Ni2MnGa for the majority (left) and the minority spin channel (right). The colour coding refers
to the contribution of the specified elements. Mixed contributions are marked by intermediate colours.

Figure 25. TA2 branch of the phonon dispersion curves of cubic L21 (left) and unmodulated tetragonal Ni2MnGa with c/a = 0.94 (right)
calculated along the [110] direction for different fixed magnetic moments. To improve visibility, the individual branches are shifted in energy;
unstable parts (imaginary frequencies) are denoted by broken lines. For the L21 case, the branches for 3.6 μB/f.u. are nearly stable. The
equilibrium moment is 4.06 μB per formula unit.

at the spin and element resolved band structure of Ni2MnGa
(figure 24). Gallium states are mainly present several eV
below and above the Fermi level and are important to stabilize
the Heusler-type structure. Manganese contributions are
predominantly found below the Fermi level (in the majority
channel) or above (in the minority channel). Except for a small
portion around the �-point, the Fermi surface is dominated
by Ni states in both minority and majority spin channels, so
that subtle changes of the exchange splitting can have decisive
effects on the Fermi surface. This can be easily modelled
in a Stoner-like approach, focusing on the description on the
magnetism of the Ni atoms. The Ni atoms do not develop a
stable magnetic moment on their own, as the coordination of
the Ni atoms in austenitic L21 Ni2MnGa is rather body centred
cubic than face centred cubic. The observed Ni moments
are induced by the surrounding Mn atoms and these exhibit
a stable, rather localized moment, which has been shown in
detail by non-collinear spin-spiral calculations [191]. The
Mn states, on the other hand, which are represented less well
by the present approach, are not expected to take part in the
instabilities leading to the reconstruction of the Fermi surface.

For the resulting phonon dispersions, we found in the
austenitic phase a narrow region around 3.6 μB/f.u., in which
the instability at finite ξ ≈ 0.4 disappears (figure 25). This
is only 10% below and thus in the realistic vicinity of the
ground state magnetization of 4.06 μB/f.u. and corresponds
to a region of the binding surface where the L21 austenite
and the non-modulated L10 martensite are close in energy,
separated only by a tiny energy wall [194]. In the unmodulated
tetragonal structures with c/a = 0.94, the instability at
finite ξ is present for all magnetizations, but varies its
position. This is in accordance with the observation that
the pseudo-tetragonal martensite with c/a = 0.94 is only
stable because of magnetism and modulations in the atomic
positions [204, 206, 208]—in contrast to the martensitic L10

structure with c/a ≈ 1.25, which is found to be stable at
very low temperatures or off-stoichiometric compositions. All
of these results demonstrate the extremely close interrelation
of electronic structure, magnetism and phase stability in the
MSM Heusler systems. This view found recent support
from ab initio free energy calculations [210] obtained within
the quasiharmonic approximation given in equation (5).
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Figure 26. Schematic sketch visualizing the construction of an atomistic twin boundary model for the martensitic phase, which is compatible
with three-dimensional periodic boundary conditions, and the simulation of twin boundary movement by repeated shearing of the cell and
relaxation of the atomic positions as performed in our calculations.

Comparison of the free energies of austenite, the threefold
modulated pre-martensite and non-modulated L10 martensite
calculated for the ground state magnetic moment of the
respective phases yields a reasonable transition temperature
between martensite and pre-martensite, while the austenite
never becomes stable, which is in blatant disagreement with
experiment. In turn, considering finite temperature magnetic
excitations according to the experimental magnetization
curves within the FSM stabilizes the austenite at finite
temperatures and thus re-establishes the experimental sequence
of phases. However, to finally conclude on the precise
relationship between Fermi surface nesting, magnetism and
structural stability requires a detailed statistical analysis of the
generalized susceptibility with respect to phonon vectors q in
combination with a first-principles evaluation of the respective
electron–phonon coupling matrix elements.

5.2. Twin boundary mobility in magnetic shape memory alloys

The natural approach to look at finite temperature properties,
which is also well suited to provide insight into the origin of
the high mobility of twin boundaries on the atomistic level,
would be, again, classical molecular dynamics simulations.
These allow us to deal with a sufficiently large number of
atoms, but depend on the availability of reliable empirical
model potentials. For the case of MSM alloys, up to now,
in either the Heusler-type or the Fe-based systems, suitable
model potentials still do not exist and their development is a
very delicate task, since the martensitic instability is closely
related to the details of the electronic structure as shown above.
Therefore, it remains necessary to perform ab initio molecular
dynamics simulations to look at the materials properties on
the atomistic scale. Within this context, in a first step, the
mathematical framework for simulating shear induced twin
boundary mobility was set up making use of the continuum
theory of martensitic transformations [221] and performing
first ab initio simulations of comparatively small systems (256
atoms) [222] for the non-MSM relevant L10 phase as a test
case. These calculations have meanwhile been extended to
larger and non-stoichiometric systems.

As the material undergoes a martensitic transformation
from a high-symmetry parent phase at higher temperatures
to a low-symmetry low-temperature phase, so-called twinning
will occur. This is due to the different spatial possibilities
in which the low-symmetry phase can nucleate from the
parent phase at the spatially separated seeds for the martensitic
transformation. Following the continuum theory of martensitic
transformations [221, 223, 224], the diffusionless, displacive
motion of an atom from position x to x ′ is represented by
a homogeneous transformation, defined by a matrix F and a
vector c:

x ′ = F x + c, (15)

and, eventually, by an additional shuffle. In general, different
representations for such homogeneous transformations are
encountered, typically connected by symmetry operations,
e.g. a rotation Q, which is part of the point group of the parent

phase but not of martensite, giving rise to martensitic twinning.
The condition of kinematic compatibility assures that a line
crossing the twin boundary between two regions represented
by F and G remains unbroken:

Q F − G = a ⊗ n̂. (16)

The vector a and the normal vector of the twin boundary plane
n̂ are given by the following equations:

a = |n|
(√

λ3 (1 − λ1)

λ3 − λ1
ê1 ±

√
λ1 (1 − λ3)

λ3 − λ1
ê3

)
, (17)

n̂ = 1

|n|
√

λ3 − √
λ1√

λ3 − λ1

× (−√
1 − λ1 GT ê1 ± √

λ3 − 1 GT ê3), (18)

if an ordered set of eigenvalues λ1 � λ2 = 1 � λ3 of
C = G−T FT F G−1 exists [223]; ê1 and ê3 refer to the
corresponding eigenvectors. This information can be used
to construct a model of a perfect martensitic twin boundary
suitable for atomistic simulations as depicted in figure 26
(left). Compatibility with the periodic boundary conditions
can be achieved by rotating the system so that the twinning
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Figure 27. Total energy and magnetic moment are given as a function of the shear of the simulation cell for each completed quasistatic
relaxation step for stoichiometric Ni2MnGa (left) and off-stoichiometric Ni2.2Mn0.8Ga (right). Bottom: selected configurations (energy
minima and transition states) of the 512-atom Ni2.2Mn0.8Ga supercell resulting from the geometric optimization processes after applying shear
on the simulation box (in the horizontal direction). The arrows denote the positions of the twin boundaries. Black spheres represent Ni, dark
(purple) spheres Mn and bright (blue) spheres Ga.

plane given by n̂ is parallel to one of boundary planes of the
simulation cell. The periodic boundary conditions also imply
that there are at least two twin boundaries in the simulation cell.
For the transformation to the L10 structure, the transformation
matrix can be chosen in analogy to the Bain path as a (volume
conserving) diagonal matrix with one of the diagonal elements
different from the other two. For the transformation to the
pseudo-tetragonal structure with c/a < 1, we follow the
experimental findings from neutron diffraction data that two
consecutive shears on (110) planes in the [110] directions are
involved [225]. As the direct ab initio simulation of twin
boundary motion induced by a directional change of magnetic
field including spin–orbit interactions exceeds the current
possibilities, we induce twin boundary motion by applying
shear on the simulation cell. The induced stress is resolved
in a subsequent relaxation step, as sketched in figure 26 (right),
eventually leading to the introduction of defects or a shift of the
twinning plane. Then, in a number of consecutive shear and
relaxation steps, a quasistatic picture of twin boundary motion
can be constructed.

Figure 27 shows the result of such a procedure applied to
stoichiometric Ni2MnGa and off-stoichiometric Ni2.2Mn0.8Ga.
Here, a supercell containing 512 atoms and two martensitic
variants was used, the latter with a width of four unit cells
each. The magnetization shows—unlike in our previous
simulations with 256 atoms [222]—only a small variation

before and after the shifting process, indicating that finite
size effects are considerably decreased and cells of 512 atoms
may be sufficient to study the shear induced coherent motion
process of the twin boundary. The activation energy in
figure 27 is of the same magnitude as in the smaller case,
being one order larger than the MAE per atom multiplied
by the system size [174, 222]. Disorder apparently does
not change the energy scale. However, in the stoichiometric
case, both twin boundaries move at the same time, whereas
in the off-stoichiometric case, the same twin boundary (in the
centre) moves in two consecutive steps, while the other (at
the cell boundary) remains immobile. The observed energy
scale is in accordance with experimental observations and
energetic considerations by Kakeshita et al [183, 226, 227]
of Ni2.14Mn0.92Ga0.94 in the L10 phase with c/a ≈ 1.20 and
corroborates our previous finding, that despite its considerably
larger magnetocrystalline anisotropy for the L10 phase with
the large c/a ratio a magnetic field induced (coherent)
rearrangement of twins is not a realistic process for this phase.
It has to be noted at this point that the current understanding
is that interface defects like disconnections play a decisive role
for the motion of realistic interfaces between phases and twins
(see [228, 229] for recent reviews). Corresponding simulations
require very large cells, containing more than 10 000 atoms,
and are currently only feasible on the basis of classical
molecular dynamics simulations. As discussed above, it is
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unclear whether accurate empirical potentials can be developed
soon. Thus, for now, only first-principles calculations can bring
forward the understanding of the atomistic processes at the
interface and might serve as helpful benchmarks in future.

While these results are encouraging in the sense that
ab initio simulations of twin boundary mobility are possible,
they also show that it is essential to explicitly consider the
modulated phases, as attempts to approximate these by an
unmodulated pseudo-tetragonal structure lead to a complete
dissolution of the interfaces. This is related to the unstable
phonon dispersions shown in figure 25 and demonstrates that
the relevant processes are taking place on a fairly small energy
scale. The consideration of the rather large modulated unit
cells and the required increase in numerical accuracy will boost
the numerical demands, showing, once again, the importance
of state-of-the-art high-performance computing for practical
materials science applications.

6. Conclusions

Performing full structural optimizations of systems containing
up to 923 spin-polarized transition metal atoms, we
demonstrated in three examples how nanometre-scale first-
principles investigations on contemporary state-of-the-art
supercomputers contribute to the understanding of key
properties of functional magnetic materials of technological
interest.

• Iron clusters from around N ≈ 100 atoms upwards
have a bcc structure in the ground state. Icosahedra and
cuboctahedra are unstable against a partial transformation
along the Mackay path. For N = 55, a shell-
wise Mackay-transformed structure is a good candidate
for the ground state and lies within the range of
thermal energies for larger sizes. While retaining an
icosahedral outer shape, this structure is characterized by
a fcc-like coordination of the cluster core and bcc-like
coordination of the subsurface atoms; the corresponding
pair distribution function exhibits typical features of
amorphous systems. Due to the ferrimagnetic alignment
of the spins in the core, the magnetic moment of this
morphology is for N = 561 in much better agreement
with the experimental data than the bcc isomers.

• For magic number Fe–Pt and Co–Pt nanoclusters,
which are of technological interest for ultra-high
density magnetic recording applications in their single
crystalline L10 phase, multiply twinned morphologies
are energetically favoured up to diameters of at least
3 nm. The lowest energy morphology found for Fe–
Pt is an onion-type structure with alternating Fe- and
Pt-rich shells and a Pt-covered surface. For Co–
Pt, segregated icosahedral morphologies are even more
favoured, exceeding the range of thermal energies with
respect to the L10 reference structure. A comparison of the
electronic densities of states suggests that the tendency to
form multiply twinned morphologies can be controlled by
the filling of the 3d minority spin channel. Consequently,
multiply twinned morphologies are found to be suppressed
in the case of Mn–Pt nanoclusters. Here, a staggered

antiferromagnetic L10 structure is found to be lowest in
energy.

• To address the mobility of twin interfaces in Ni2MnGa
shape memory alloy in its various phases, we proposed
a simulation scheme, which allows us to get microscopic
insight into a stress induced martensitic reorientation
process in Ni2MnGa by means of ab initio molecular
statics calculations. Relating the results of the quasistatic
simulations of shear induced twin boundary motion in the
L10 phase with c/a ≈ 1.25 to previous calculations of
the magnetocrystalline anisotropy energy, we see that the
energy scales encountered in the coherent reorientation
processes of twins and magnetization are not of the same
order of magnitude. So far, the simulations are restricted
to—still—comparatively small system sizes and defect-
free interfaces. The experimentally observed modulation
in the pseudo-tetragonal and orthorhombic phases with
c/a < 1, which are the relevant ones for the MSM
effect, should also be taken into account. All of these
amendments are connected with increased numerical
demands and still left open for future investigations.

Despite all the benefits which can be expected from the
applications point of view, it should be acknowledged that
the developers of the DFT packages on the other hand are
confronted with the Sisyphean challenge to constantly adapt
their codes in order to keep their parallel performance in
pace with an exponential development of computing resources.
However, regarding the perspectives for the field of materials
science, this might be worth the effort. There is plenty of room
at the TOP500.
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Bernstein E, Mélinon P, Favre L, Hannour A and
Jamet M 2005 Functionalized cluster-assebled magnetic
nanostructures for application to high integration-density
devices Adv. Eng. Mater. 7 475

[118] Yang X, Liu C, Yu J, Klemmer T, Johns E and Weller D 2004
Fabrications of FePt nanoparticles for self-organized
magnetic array J. Vac. Sci. Technol. B 22 31

[119] Held G A, Zeng H and Sun S 2004 Magnetics of ultrathin
FePt nanoparticle films J. Appl. Phys. 95 1481

[120] Antoniak C and Farle M 2007 Magnetism at the nanoscale:
the case of FePt Mod. Phys. Lett. 18 1111

[121] Lyubina J, Opahle I, Müller K H, Gutfleisch O, Richter M,
Wolf M and Schultz L 2005 Magnetocrystalline anisotropy
in L10 FePt and exchange coupling in FePt/Fe3Pt
nanocomposites J. Phys.: Condens. Matter 17 4157

[122] Stappert S, Rellinghaus B, Acet M and Wassermann E F 2003
Gas-phase preparation of L10 ordered FePt nanoparticles
J. Cryst. Growth 252 440

[123] Rellinghaus B, Stappert S, Acet M and Wassermann E F 2003
Magnetic properties of FePt nanoparticles J. Magn. Magn.
Mater. 266 142

[124] Stahl B et al 2003 Electronic properties of 4 nm FePt particles
Phys. Rev. B 67 014422

[125] Salgueiriño Maceira V, Liz-Marzán L M and Farle M 2004
Water-based ferrofluids from Fex Pt1−x nanoparticles
synthesized in organic media Langmuir 20 6946

[126] Held G A, Zeng H and Sun S 2004 Magnetics of ultrathin
FePt nanoparticle films J. Appl. Phys. 95 1481

[127] Miyazaki T, Kitakami O, Okamoto S, Shimada Y, Akase Z,
Murakami Y, Shindo D, Takahashi Y K and Hono K 2005
Size effect on the ordering of L10 FePt nanoparticles Phys.
Rev. B 72 144419

[128] Dmitrieva O, Rellinghaus B, Kästner J, Liedke M O and
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